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Abstract: This paper proposes a variant of the recently reported pool mining approach and provides
a reduction in the energy that is consumed by the blockchain consensus protocol. The novelty of the
proposed architecture lies in the employment of an innovative cryptographic puzzle that is based on
stream ciphering. This enables flexibility in setting the difficulty parameter of the protocol, and allows
for the separation of the energy and memory resources that are required for the puzzle solving. The
proposed approach provides high resistance against the following malicious activities of miners in
public blockchain systems: (i) the submission of fake work and fictitious computation results; and (ii)
some well-known attacks that target the blockchain incentive mechanism. We experimentally evaluate
the power consumption of the proposed consensus protocol and compare it with the traditional
proof-of-work protocol based on hashing. The obtained results point out the gain that the proposed
pool mining provides compared with the traditional types.

Keywords: blockchain; consensus protocol; pool mining; energy reduction; security evaluation;
selfish mining; block withholding attack

1. Introduction

Pool mining represents a predominant mode of miners’ participation in blockchain
systems, especially in public blockchains that use proof-of-work-based consensus protocols.
Miners primarily join mining pools in order to ensure a more stable income compared with
solo mining, where the rewards are earned sporadically and irregularly. The mining process
can be seen as a type of lottery, where the probability of winning as individual miners with
small computational power is almost negligible. More precisely, it would take an extremely
long time for an individual miner to solve a block and win the reward. Mining within a
mining pool provides a solution for this problem and enables a steadier income for miners,
rewarding them proportionally for the work that they invested in finding a block. On the
other hand, pool mining introduces new issues related to reward distribution and miners’
incentives. Two well-known attacks related to mining in pools are block withholding [1]
and selfish mining [2]. There are many variants and extensions of these attacks, and a
significant amount of research addresses the problem of block withholding and selfish
mining, proposes prevention techniques, and analyzes the impacts that the attacks have in
blockchain networks.

The consensus protocol in [3] uses energy and memory resources, and allows for a
trade-off between them. It is similar to traditional PoW protocols but has differences in
the cryptographic puzzle and solution-finding technique. Recently, a “green” pool mining
approach based on this protocol was proposed in [4], which reduces energy consumption.
The reported architecture uses pseudo-symmetric, two-dimensional energy-memory al-
location for executing the consensus protocol, which provides resistance against certain
attacks launched against pool mining approaches as well as a reduction in energy spending.
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Instead of separating the blockchain consensus protocol and monitoring the integrity of
pool miners’ work, this method utilizes a dedicated application of the consensus protocol
to guarantee the honesty of both miners and pool managers.

Motivation for the Work. It is interesting to extend the flexibility of the pool mining
proposed in [4], in particular regarding the flexible setting of the consensus puzzle difficulty.
Furthermore, in addition to honest miners, some malicious miners can join public pools.
Thus, an interesting open issue is to consider advanced pool mining architectures as
providing higher resistance against malicious actions. Specifically, it is interesting to
address blockchain consensus protocols that can straightforwardly support the detection
of deliberate incorrect miners’ work and be highly secure against attacks such as block
withholding and selfish mining in a pool mining setting.

Summary of the Results. This paper proposes a variant of the pool mining approach
recently reported in [4] and an evaluation of the security and power consumption. The
architecture employs a cryptographic puzzle based on stream ciphering; it separates the
energy and memory resources that are necessary for finding the puzzle’s solution, and
gives the pool manager control over the memory resources, i.e., tables, that enables the
substantial efficiency of the blockchain puzzle-solving process. We discuss the security
of the proposed approach against the following malicious activities in public blockchains:
(i) fake work of the miners and spamming with fictitious computation results where,
instead of the evaluated data, miners provide the pool manager with random values;
and (ii) certain attacks targeting the consensus protocol layer and incentive mechanism
in public blockchain pool mining. The correctness control of miners’ work is based on
a random sample checking. We consider three different attack scenarios: (i) attack by a
malicious miner without memory resources; (ii) attack by a malicious miner with certain
memory resources; and (iii) attack by a group of malicious miners that share their hidden
memory resources. The experimental evaluation shows a significant reduction in power
consumption when compared with the standard PoW hash-based consensus protocol.

Organization of the Paper. The background and related works are presented in Section 2.
A variant of the previously reported pool mining approach is proposed in Section 3.
Certain security issues of the proposed pool mining are discussed in Sections 4 and 5.
An experimental evaluation of the considered pool mining and the gain achievable in
comparison with a traditional method based on hashing PoW is given in Section 6 and
Appendix A. Discussion of the experimental results is conducted in Section 7. Finally, the
conclusions are given in Section 8.

2. Background and Related Work

The main goal of this paper is to propose a pool mining approach that provides a
reduction in energy that the blockchain consensus protocol requires and high resistance
against the security treats that are related to the pool mining. Accordingly, this section
provides an overview of: (i) pool mining; (ii) the related work regarding certain techniques
for energy consumption reduction or meaningful spending, i.e., green blockchain consensus
protocols; and (iii) blockchain attacks and corresponding countermeasures, with a focus on
the attacks targeting the incentive mechanism.

2.1. Pool Mining

Pool miners are rewarded in accordance with their contribution to the probability of
finding a block, i.e., solving the blockchain cryptographic puzzle. More precisely, the pool
manager rewards the miners based on the work they completed in solving the sub-puzzles,
which present a valid partial proof-of-work. Because the difficulty of a sub-puzzle is
significantly lower than the challenging puzzle, the miners can solve the sub-puzzles with
a reasonable amount of work. A solution of the sub-puzzle may as well be a solution of the
blockchain puzzle, but not necessarily. If the solution of the sub-puzzle also satisfies the
difficulty of the current blockchain puzzle, it is a complete solution; otherwise, it is a partial
solution. It should be noted that the pool receives a reward if and only if it finds a complete
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solution. If none of the partial solutions found by the pool miners is a complete solution,
the pool does not get the reward, but depending on the employed reward system, the
miners might still receive compensation for their work (see pay-per-share [5]). A realistic
scenario, especially for public blockchains, is that a pool, aside from honest miners, also
contains dishonest ones. Dishonest mining covers any malicious activity directed against
mining pools or competitors. The main goal of dishonest miners is usually to increase
their reward and gain more revenue than their fair share. For example, a dishonest miner
could keep any complete solution he finds and report to the pool only partial solutions.
This way, a dishonest miner still shares the reward won by the entire pool without any
relevant contribution.

One of the first papers analyzing the (dis)advantages and problems of the pool mining
incentive mechanisms is [5], and more recent studies on the pool mining issues can be
found in [6–10].

2.2. Green Consensus Protocols Based on Proof-of-Work

Many blockchain networks use the proof-of-work (PoW) consensus protocol, which
consumes significant amounts of energy but provides no useful outcome other than speci-
fying accounting rights among miners. However, several approaches have been proposed
to either reduce the energy consumption or to use the energy to perform some useful tasks.

To address high energy consumption-associated mining, the authors of [11] proposed
a solution that suggests compensating the runner(s)-up of a round of mining by giving
them exclusive rights to solve the block in the following round. This reduces the number
of competing nodes and, as a result, lowers energy consumption. The proposed solution
involves dividing time in epochs, each consisting of the two mining rounds. In the first
round, every network node can participate in mining, while only the runners-up can
participate in the second round. This approach can reduce the overall energy consumption
of the mining process by almost 50%. The analysis presented in [11] shows that this
solution is effective at reducing energy consumption, the likelihood of fork occurrences,
the degree of mining centralization, and the impact of a transaction censorship attack in
the PoW algorithm.

The consensus protocol proposed in [3] introduces a novel approach to the proof-of-
work (PoW)-based consensus that aims to reduce energy consumption by utilizing memory
resources as a trade-off. This protocol has been used in a recent “green” pool mining
strategy to further reduce energy consumption [4]. The protocol framework follows the
traditional structure of PoW-based consensus protocols used in public blockchains, such
as Ethereum and Bitcoin, with three main phases: block construction, puzzle solving, and
block inclusion in the blockchain. However, the protocol differs from previous protocols in
two areas: the cryptographic puzzle and the method used for constructing and solving it.
These differences are discussed in detail in [3].

Ref. [12] proposed a new consensus protocol, proof of federated learning (PoFL),
which is designed to recycle the energy that is wasted in PoW by redirecting it towards
federated learning. Federated learning and pool mining structures in PoW are naturally
compatible, but the separation of the data utilization and ownership in blockchain may
raise data privacy concerns during training and verification of a model. To overcome this
issue, the paper proposes a privacy-preserving mechanism for verifying models and a
reverse game-based mechanism for trading data. The former is used to verify a trained
model while preserving privacy of used data, while the latter helps to prevent data leakage
during training. The proposed mechanisms are shown to be effective and efficient in
extensive simulations based on artificial and real-world data.

The authors of [13] proposed a novel consensus protocol called combinatorial op-
timization consensus protocol (COCP), which is based off of the proof-of-useful-work
(PoUW) family of protocols. The proposed protocol requires solving real-life combinatorial
optimization (CO) problems. The complexity of these problems has led to the development
of various problem-dependent stochastic heuristic or metaheuristic methods for COCP.
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Like most consensus protocols, COCP is asymmetric in that finding a solution is a difficult
task whereas verifying it is straightforward. The main benefit of COCP is the efficient use
of computing resources for finding solutions for real-life CO problem instances and for
providing incentives for various BC participants. The paper also presents an illustrative ex-
ample based on a real-life blockchain network, highlighting the potential practical impacts
and energy savings that can be achieved using COCP.

2.3. An Overview of Blockchain Attacks

The architecture of a blockchain system consists of the following six layers [14]: the
data layer, network layer, consensus layer, incentive layer, smart contract layer, and appli-
cation layer. Using this layering perspective, we can classify blockchain security threats
and attacks based on which of the layers they target [14,15].

Data layer attacks: These attacks target different elements of the data layers, such as
transaction signatures, timestamping, or cryptographic methods. The following attacks fall
into this category: malleability attack, time hijacking, and quantum attacks.

Network layer attacks: Blockchain is basically a peer-to-peer network in which nodes
communicate with each other following a predescribed set of rules. The attacks on the
network layer affect the efficiency of information propagation and routing. The following
attacks fall into this category: distributed denial of service (DDoS) [16], eclipse attack, Sybil
attack, Border Gateway Protocol (BGP) attack, and consensus delay attack.

Attacks on the consensus and incentive layer: The blockchain consensus protocol and the
underlying incentive mechanism are tightly related as the incentive mechanism ensures
that the most profitable strategy for a miner is to follow the consensus protocol. Attacks
on this layer are directed toward incompatibilities of miners’ incentive, so that attackers
benefit from their malicious and dishonest actions. Section 2.4 discusses this type of attack
and the countermeasures.

Smart contract layer attacks: Some blockchains, such as Ethereum, Hyperledger Fabric,
and EOSIO, enable programmability through smart contracts. Attacks on the smart contract
layers exploit some characteristics of the blockchain platforms, smart contract programming
languages, smart contract execution environment, or bad coding practices. Some examples
of such attacks are: integer overflow attack, re-entrancy attack, and replay attack. A
comprehensive overview of the attacks can be found in [17].

Application layer attacks: There are different blockchain application scenarios, and
cryptocurrencies or decentralized finances (DeFi) are probably the most popular and
recognizable ones. The attacks targeting the application layer are in fact directed at a
specific application. Some of the attacks that fall into this category are cryptojacking
and crypto wallet thefts. Another is the blockchain poisoning attack, which is based on
embedding malicious or illegal files in the blockchain (see [18–20], for example). According
to [18], the attack can be performed as follows: (i) The first step is the preparation of a
malicious or illegal file. The employed files can be privacy information, malware, and any
illegal contents (see [20]); (ii) the attacker broadcasts the transaction with the embedded
malicious or illegal file in the blockchain network; (iii) the file is embedded into the
blockchain through the mining process and appears as a component that is shareable
among the network participants. The reasons why the poisoning attack is very dangerous
include the fact that it provides a widespread sharing of malicious or illegal content within
the blockchain network, and the embedded files are difficult to modify or cancel.

This section provided a brief overview of the attacks on blockchain systems; surveys
on blockchain security, attacks, and countermeasures can be found in [21,22]. The attacks
on the consensus and incentive layer are discussed in more detail in the next section, as
they are the focus of this paper.
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2.4. Attacks and Corresponding Countermeasures Related to the Incentive Mechanism and
Pool Mining

An incentive mechanism is one of the core elements of any blockchain system. An
adequate incentive mechanism motivates miners to follow the protocol, as any deviation
from the protocol would be unprofitable. It ensures that a stable consensus between the
miners is reached and guarantees the efficiency of the system. In this section, we review
the attacks targeting incompatibilities of incentive mechanisms.

2.4.1. Selfish Mining

The selfish mining attack was first proposed in [23]. The strategy of selfish miners
consists of the following: Instead of publishing their discovered blocks immediately upon
mining it, they intentionally fork the chain. While the honest miners continue mining
on the public chain, dishonest miners try to extend their private branch. The feasibility
and effectiveness of the attack is a consequence of the blockchain difficulty adjustment
algorithm. The main goal of this attack is to create a private branch that is longer than the
public one mined by the honest miners and to publish it at an opportune moment to gain
larger revenue than its fair share, while the work of the honest miners is wasted. This attack
is commonly performed by a group of colluded miners and not individually. It is also
observed that the rational miners, upon observing the group’s profit, will join the group of
selfish miners and finally become the majority. A number of extensions and modifications
of the original variant from [23] have been proposed. Some recent results on selfish mining
are discussed in [2,24].

Significant research efforts have been invested into the investigation and analysis of
detection strategies, prevention and defense solutions, and the impact of selfish mining
attacks in blockchain networks. Different approaches have been proposed, including
changes in the consensus protocols regarding the selection of the blocks to be broadcasted,
the introduction of a new block type besides the regular blocks, modification of the block
or transaction structure, favoring the blocks with more recent timestamps, and forcing a
block timely publication. For an overview of the detection and prevention mechanisms for
selfish mining, we point to [14,25,26].

2.4.2. Block Withholding

The block withholding attack was first proposed in [5]. The attack is directed against
mining pools with the following strategy: A pool miner withholds any block they suc-
cessfully mine without submitting it to the pool manager, so that the pool cannot claim
any reward for the mined block. Feasibility of the attack is a consequence of the pool
mining protocol, as miners can determine if the share (sub-puzzle solution) they found
is a complete solution as well. There are two main types in this attack: “sabotage” and
“lie-in-wait” attacks [5]. Sabotage is simpler and implies that the miner never reports the
block. It does not bring any direct benefit to the attacker, but it causes financial harm to the
pool manager, even causing bankruptcy. Lie-in-wait is another type of block withholding
where a miner reports the mined blocks with intentional delay while focusing their mining
work where it is most beneficial. Unlike sabotage, lie-in-wait is a profitable attack. The
block withholding attack can form the basis for many different attacks. Some recent results
related to the block withholding are presented in [1,27–29].

A number of research papers address the issue of block withholding and propose
different approaches to prevent this kind of attack. According to [30], the defense meth-
ods can be divided in the following categories: methods that adjust reward distribution,
methods that adjust the internal mining mechanism, and methods relying on credit level
classification. For an overview of the defense mechanisms against block withholding, we
point to [14,30–32].
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3. A Variant of the Green Pool Mining

This section proposes a variant of the green pool mining reported in [4]. The proposed
variant supports adjusting the difficulty of the consensus protocol puzzle and preserves
reduced energy consumption and resistance against certain malicious activities of the
miners within public pool mining. The approach is based on an idea to separate the puzzle-
solving process between miners and the pool manager, which is feasible due to the two-
dimensional nature of the required resources, so that neither miners nor the pool manager
are able to solve the puzzle independently. We assume that: (i) the consensus puzzle
requires both energy and memory resources in order to be efficiently solved; (ii) miners
contribute the energy during the puzzle solving; and (iii) the pool manager contributes the
memory for the puzzle solving.

The proposed pool mining approach is based on the following:

- The consensus puzzle is based on the cryptanalytic recovering of an internal state of a
stream cipher;

- Correctness of the miners’ work is controlled using random sampling of the computa-
tions submitted to the pool manager (PM);

- The resistance against certain attacks is based on the splitting of the resources that is
necessary for efficient solving of the puzzle problem, i.e., a miner should employ only
the energy resources;

- The lightweight implementation of the iterative recalculation is achieved through a
lightweight stream cipher.

3.1. Cryptographic Puzzles for Consensus Protocol and Control of Its Difficulty

As the cryptographic puzzle for the consensus protocol, the proposal employs re-
covering the internal state of a keystream generator given its output segment. In stream
cipher systems, the considered keystream generator yields the sequence, called a keystream
sequence, for encryption of plaintext. The considered keystream generator is a finite state
machine that consists of the following three parts [33]: (i) the internal state Xt, (ii) state
transition function f (·), and (iii) output function g(·). Assuming that the internal state is
an L-dimensional binary vector and that the keystream sequence is a binary sequence {yi}i,
we have the following:

Xt = [x(t)i ]Li=1, t = 0, 1, . . . ,

Xt+1 = f (Xt), t = 0, 1, 2, . . . . (1)

where X0 denotes the initial internal state and

Yt = g(Xt) = g( f (Xt−1), t = 1, 2, . . . . (2)

The considered puzzle problem is as follows: given an L-dimensional segment Yt of
the keystream sequence and knowing certain bits of the internal state Xt, recover the entire
internal state.

The difficulty of the puzzle depends on the number of known bits of Xt, and assuming
that the keystream generator is such that any pattern of the same number of known bits
implies the same difficulty, for simplicity we can assume that the known bits are the first
d bits. In order to control the difficulty of the puzzle, we pre-specify a certain set D of
the parameter d. Figure 1 illustrates the puzzle problem. As a particular stream cipher,
the lightweight ones, such as Grain [34] or some security-enhanced ones (see [35–37] for
example), could be employed.
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Figure 1. Puzzle problem: recovering the internal state of a keystream generator given the keystream se-
quence.

3.2. Control of the Miners

An important issue regarding the pool mining is the PM’s control of the miners’
work correctness. Without appropriate control, a dishonest miner could claim fake hard
dedicated work. As an appropriate approach, this paper proposes a simple method for
checking the correctness of a miner’s work through periodical audits of a random sample
of the results that a miner submits to the pool manager. We assume that a miner submits
incorrect data at a rate of r < 1 and that PM checks the submitted data at a rate of p < r.
We will show that this approach provides efficient detection of miners that submit incorrect
data to the PM.

Design

The pool mining system consists of two entities: the pool manager (PM) and pool
miners. The PM possesses computational and memory resources. The computational
resources of the PM are for the PM’s evaluations, and memory resources are rented out to
the pool miners. The memory resources of the PM contain certain advances in specified
table. The computational and memory resources of the PM could be considered as the
PM cloud. The PM communicates with the pool miners through the dedicated gate. The
main role of the pool miners is to perform certain evaluations that are required for solving
the consensus protocol puzzle and, when considering the pool mining setting, assumes
that only the PM could complete puzzle solving. Accordingly, pool miners require only
computational resources but, as the pool mining participants, they also should support
the PM by renting non-overlapping parts of the memory resources of the PM. The design
setting assumes that certain miners could have own tables in order to perform malicious
activities.

A mining pool is formed and initialized during the registration phase when the pool
manager registers all miners interested in joining and contributing their mining work to
the pool. In this phase, each miner declares the size of the sub-table they support, i.e., they
rent it from the pool manager, and they get informed about the reward for the pool mining
contribution. The architectural framework is provided in Figure 2.
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Figure 2. Pool mining architectural framework.

Communication between the pool manager and the miners is carried out through the
communications gate with a buffer for accepting the results of the iterative re-encryption
that miners send. More precisely, a miner writes the re-encryption result to the buffer, and
afterwards, the pool manager reads this value for further processing, clearing the buffer.
The pool manager periodically checks the validity of the results submitted by the miners
as the way of controlling the correctness of their work. If the analyzed results are indeed
obtained through recursive evaluations, the pool manager grants a share as a reward for
the miner’s work on the current block.

Table 1 provides an overview of the notations used throughout the paper. The mining
procedures for the pool miner and pool manager are described in Algorithms 1 and 2, respec-
tively.

Table 1. Table of frequently used notation.

Notation Definition

V = {v1, v2, ..., vN} Pool of N miners
VH Sub-pool of honest miners
VD Sub-pool of dishonest miners
qi Computing rate (power) of the miner vi, i = 1, 2, . . . , N

d ∈ D Puzzle difficulty
PM Pool manager
m(d)

i Memories at PM, i = 1, 2, . . . , N(d), d ∈ D

t(d)i
Parameter of the puzzle-solving problem (time-memory trade-off

parameter) employing memory m(d)
i

b Block of transactions
n Nonce

Encpub(·) Encryption with the public key pub of PM
Enc−1

sec (·) Decryption with the secret key sec of PM
h(·) hash function

Xt = [x(t)i ]`i=1 `-bit state of keystream generator
Yt `-bit segment of the keystream sequence

f (·) The state transition function that maps Xt into Xt+1
g(·) The output function that maps Xt into Yt

δ Computing (energy) cost of the encryption employed in the puzzle
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Table 1. Cont.

Notation Definition

∆ Expected time slot block verification
F0 Flag indicating that mining should continue

Fshare Flag indicating a share solution is detected
Fsolution Flag indicating a puzzle solution is detected

FA Flag indicating that mining of the current block should be canceled

Algorithm 1 depicts the steps performed by a miner during the mining process.
Initially, the miner selects a random nonce value to compute the hash value of the block.
Subsequently, the miner chooses a prefix of the hash value with length ` to serve as
the initial segment of the keystream sequence. After these preliminary steps, the miner
performs the following operations repeatedly: The miner initializes the first d bits of the
previous keystream sequence; then, with probability r, the miner either initializes the
current keystream sequence with a random binary vector or uses the previous keystream
sequence along with the state transition function and output function to initialize the
current sequence. Then, the miner encrypts the sequence with the public key of the pool
manager and sends it to the manager. Based on the response received from the manager,
the miner takes the following actions:

• If the answer is Fsolution, the miner sends the encrypted nonce to the manager;
• If the answer is F0 or Fshare, the miner continues with the mining process;
• If the answer is FA, the miner terminates the current mining session and starts a

new one.

Algorithm 1 The mining procedure of a MinerPool.

1: procedure MINERMINING(block b, difficulty d)
2: n← RANDOMNONCEVECTOR( )
3: Y← Pre f ix`(h([b||n]))
4: Y0 ← Y
5: t← 1
6: while t ≤ maxi{t

(d)
i } do

7: Set the first d bits of Yt−1 to 1
8: rnd← RANDOM(0, 1)
9: if rnd < r then

10: Yt ← RANDOMBINARYVECTOR( )
11: else
12: Yt ← g( f (Yt−1))
13: end if
14: c(enc) ← Encpub(Yt)

15: f lag←SENDTOPM(c(enc))
16: if f lag = Fsolution then
17: SENDNONCETOPM(Encpub(n)) . Mining is complete
18: break
19: end if
20: if f lag = F0 ∨ f lag = Fshare then
21: continue . Continue mining
22: end if
23: if f lag = FA then
24: abort . Mining is aborted
25: end if
26: end while
27: end procedure
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Algorithm 2 describes the actions performed by the pool manager during the mining
process. The pool manager waits for messages from the miners and decrypts them using
their private key. If it is not the first message from the miner, the manager checks the
correctness of the received value with probability p. If the value is invalid, the manager
makes a note of it. The manager then searches for the received value in the second columns
of all TMTO tables.

Algorithm 2 The mining procedure of a pool manager.

1: procedure POOLMANAGERMINING(block b, difficulty d)
2: t← 1
3: while t ≤ maxi{t

(d)
i } do

4: c(enc) ← RECEIVEFROMMINER( )
5: Yt ← Enc−1

s (c(enc))
6: if t > 1 then
7: rnd← RANDOM(0, 1)
8: if rnd < p then
9: if Yt 6= g( f (Yt−1)) then . Check correctness of miner’s work

10: w← w + 1
11: end if
12: end if
13: end if
14: t← t + 1
15: Compare Yt using all tables {m(d)

i }i

16: if Yt equal to the second column in j-th row of table m(d)
i then

17: SENDFLAGTOMINER(Fsolution)
18: Encpub(n)← RECEIVENONCEFROMMINER(())
19: Get n from Encpub(n)
20: c← Pre f ix`(h([b||n]))
21: X0 ← the j-th element of the first column of m(d)

i
22: t← 0
23: repeat
24: t← t + 1
25: Xt = g( f (X̂t−1))
26: until Xt = Y0
27: Publish block with the solution Xt−1 . Because Y0 = g( f (Xτ−1))
28: break
29: end if
30: if w = 0 then
31: SENDFLAGTOMINER(Fshare)
32: continue
33: end if
34: if A block was published on the network then
35: SENDFLAGTOMINER(FA)
36: break
37: end if
38: SENDFLAGTOMINER(F0)
39: end while
40: end procedure

If the value is found in a table, the miner has found the solution and the row where the
value was found contains the solution. The manager sends the Fsolution flag to the miner and
waits for the nonce value. Once the manager receives the nonce, they look for the solution
in the specific row by obtaining the first element of the row, denoted as X0, and repeatedly
apply the state transition and output functions on the previous X value (starting with X0)
to reconstruct the elements of the row. If the found value Xt equals the value received from
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the miner, then the solution for the mining problem is Xt−1. Using that solution, the pool
manager completes the block and publishes it.

If the manager does not find the received value in any of the tables, they check if the
miner sent an invalid value. If no invalid values were received, the manager sends the
Fshare flag to the miner. If a new block was published on the network in the meantime, the
manager sends the FA flag to the miner, indicating that the current mining job must be
aborted. Otherwise, the manager sends the F0 flag, instructing the miner to continue mining.

3.3. Comparison with PoW

This section compares certain underlying ideas of the proposal with traditional PoW-
based consensus protocols.

3.3.1. Cryptographic Puzzle and the Difficulty

The cryptographic puzzle in PoW consensus protocols is based on the cryptographic
hashing problem, and the difficulty of this problem is determined by the required length
of the pre-specified prefix of the hash result. It is assumed that the most efficient way to
solve a hash puzzle is the exhaustive search. The approach in this paper is different. The
puzzle problem is a crypt-analytic problem of recovering the internal state of a keystream
generator with the assumption that the best technique for finding the puzzle solution is the
time-memory trade-off type that is an adaptation of the one reported in [38]. The puzzle
difficulty is controlled by pre-setting the internal state by a certain number of known bits.

3.3.2. Architecture

Traditional public blockchain architectures are not designed to provide specific resis-
tance against certain malicious activities of miners or groups of colluding miners. On the
other hand, this paper proposes a method for pool mining that ensures a higher level of
resistance against some well-known blockchain attacks that target the incentive layer, i.e.,
selfish mining and block withholding attacks. The proposed pool mining method splits the
resources necessary for solving the consensus puzzle between the pool manager and the
miners, and protects the system against the aforementioned attacks in that way.

3.3.3. Control of Miner’s Work

In standard PoW pool mining, the correctness control of miners’ work is based on the
specification of a sub-puzzle of lower difficulty, which is solved during solving the full
PoW puzzle. The correctness control in our approach has to be different, as it does not
rely on a sub-puzzle solving. Instead, the pool manager periodically checks some random
sample of the results miners submitted as their contribution.

4. Probability of Puzzle Solving and Detection of Dishonest Miners

A malicious miner could submit some random values to the pool manager instead
of valid results obtained through iterative computations, and so the PM should audit
miners’ work and submissions. We suppose that the PM selects outputs from a miner for a
validity check with probability p and that a miner submits incorrect data to the PM with
probability r.

Assumption 1. Table dimensions |m(d)
i | << 2` and the parameters t(d)i are such that the collisions

that are consequence of the birthday paradox do not exist in tables m(d)
i , i = 1, 2, ..., N(d), d ∈ D.

Lemma 1. Assuming that all miners from the sub-pool of honest miners vH always send valid
results to the pool manager and that the sub-pool of dishonest miners vD sends valid values with
rate 1− r, the probability Prwin

pool that the pool will accomplish the inversion with the parameter `
within the time slot ∆ is:
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Prwin
pool =

∆ ∑N(d)

i=1 |m
(d)
i |t

(d)
i

2`δ
[( ∑

vi∈vH

qi) + (1− r) ∑
vi∈vD

qi] . (3)

Proof. The candidate that can be inverted could appear within the set of candidates
submitted by honest miners, or it can appear in the set of candidates submitted to the PM
from the sub-pool of dishonest miners. Within time slot ∆, a miner vi sends qi/δ candidates,
i = 1, 2, . . . , N to the pool manager. Provided that the miners from the sub-pool vH send

genuine candidates, the pool manager collects a total of
∆ ∑vi∈VH

qi
δ candidates. On the other

hand, the sub-pool of dishonest miners provides (1− r)
∆ ∑vi∈VD

qi
δ candidates. The pool

manager tries to perform an inversion of each received candidate and for that purpose uses

a joint table implicitly containing ∑N(d)

i=1 |m
(d)
i |t

(d)
i inversion pairs. Thus, the probability of

finding the inverse of a candidate is 2−` ∑N(d)

i=1 |m
(d)
i |t

(d)
i . Accordingly, we have the lemma

statement.

Proposition 1. Assuming that a malicious miner submits incorrect data at rate r and that the PM
checks validity of the data at rate p, the probability pdetect that the PM will detect malicious activity
of the miner after n submissions is equal to

pdetect = 1− (1− r)np . (4)

Proof. Receiving n candidates for the puzzle solution implies that the PM has performed
np random checks of the data validity. The probability that all checks have been performed
on valid data and none on invalid data is (1− r)np. Consequently, the probability that one
or more invalid values are detected is equal to 1− (1− r)np.

5. Defense Mechanism against Block Withholding and Selfish Mining

In this section, we discuss the defense mechanism and resilience of the proposed pool
mining approach against a dishonest miner or colluded group of dishonest miners that
engage in block withholding or selfish mining attacks against the pool. We analyze the
probability of a successful attack Prattack and the corresponding success rate ρ, as well as
the probability Prwin

pool that the pool will find the inverse within the given time slot ∆.
The pool of miners could contain a number of malicious ones. These miners could

be with or without their own memory. Furthermore, they could act autonomously or as a
group of attackers. Accordingly, this section considers the resistance against three types of
attackers: (i) miners without memory; (ii) miners with memory; and (iii) groups of miners
that could contain miners without memory and miners with memory.

Providing that the parameters are adequately chosen, the following analysis shows
that the resistance of the pool against the two attacks can be arbitrarily high.

For simplicity of notation, in this section we assume that mi, ti, and N correspond to
m(d)

i , t(d)i , and N(d), respectively, d ∈ D.

5.1. Attack of a Miner without Own Table

An attacker without their own memory could not use the rented one because it is
under the exclusive control of the PM. We assume that the consensus puzzle is hard and
that it can not be efficiently solved by applying an exhaustive search; instead, it requires
the employment of a TM-TO approach. Nevertheless, a miner without their own memory
could try to solve the puzzle using an exhaustive search. Accordingly, we should estimate
the probability that the miner could solve the puzzle within the expected time slot. The
miner could employ the following attacking approach.

Attacking Approach 1
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• Scenario 1.1: After each evaluation of cenc, the miner first checks whether the puzzle
solution has been reached. If the answer is positive, the miner keeps the solution and
sends to the PM the next iteration of the evaluation;

• Scenario 1.2: If the miner receives the flag Fsolution from PM, they perform t∗ ≤ t
iterative re-evaluations trying to guess the puzzle solution before sending the nonce
to the PM.

Theorem 1. The success rate of a miner vi ∈ VD without their own table after Attacking Approach
1 is upper-bounded by

ρi <
qi(∆ + t∗)

∆(∑N
i=1 |mi|ti)[(∑vi∈vH

qi) + (1− r)∑vi∈vD
qi]

(5)

Proof. The probability that any single hypothesis on the inversion appears as the correct
one is equal to 2−`. Taking into account the computational power of the miner that
performs the attack and the computational cost of each hypothesis check, the number of
the hypotheses that could be checked within a time slot of duration τ is equal to qiδ

−1τ.
Accordingly, the probabilities of the success of Attacking Approach 1 are upper-bounded
by qiδ

−1∆2−` and qiδ
−1t∗2−` for Scenario 1.1 and 1.2, respectively, considering as well that

the additional time slot t∗ is not always available. Accordingly, we obtain:

Prattack1 <
qi(∆ + t∗)

δ2`
(6)

Combining the previous with Lemma 1, we obtain

ρi <
qi(∆ + t∗)

δ2`
[
∆ ∑N

i=1 |mi|ti

2`δ
[( ∑

vi∈vH

qi) + (1− r) ∑
vi∈vD

qi]]
−1

which yields the theorem statement.

5.2. Attack of a Miner with Own Memory

A malicious miner vi ∈ VD , which hides their own table m∗i , could employ the
following approach.

Attacking Approach 2

• Scenario 2.1: After each evaluation of cenc, the miner first checks whether the puzzle
solution exists in their own table. If the answer is positive, the miner keeps the solution
and sends to the PM the next iteration evaluation.

• Scenario 2.2: If the miner receives the flag Fsolution from the PM, the miner performs
t∗ ≤ t iterative re-evaluations and checks their own table to try and find the puzzle
solution before sending the nonce to the PM.

Theorem 2. The success rate of a miner vi ∈ VD with their own table after Attacking Approach 2
is upper-bounded as follows:

ρi <
(∆ + t∗)qi|m∗i |t∗i

∆(∑N
i=1 |mi|ti)[(∑vi∈vH

qi) + (1− r)∑vi∈vD
qi]

(7)

Proof. The two-column table mi is generated in the following way. For each table row: (1)
the first element is randomly selected; (2) the value is iteratively encrypted t times; and (3)
the second element is set to the value obtained after t re-encryptions performed in step (2).
Provided that |mi| << 2` and t are such that they ensure there are no repetitions appearing
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as a consequence of the birthday paradox, table mi can be used to find |mi|t inverses. Thus,
the inversion capacity αi of the miner vi is:

αi = 2−`|m∗i |t∗i , i = 1, 2, ..., N

Consequently, if a miner vi employs ν different nonces, the probability of successfully
performing at least one inversion is αiν. If the computing power is equal to qi and the
computing cost is δ, for the time slot ∆, the following applies:

ν =
qi∆
δ

It follows that the probability Prwin that miner vi successfully finds the inverse within
the time slot ∆ is equal to:

Prwin = 2−`
qi∆
δ
|m∗i |t∗i . (8)

Thus, the probability of success in Scenario 2.1 and 2.2 is

Pr <
τqi|m∗i |t∗i

2`δ
(9)

where τ = ∆ and τ = t∗ for Scenario 2.1 and 2.2, respectively, considering as well that
the additional time slot t∗ is not always available. The sum of these probabilities yields
the following probability of success Prattack2 of a miner vi ∈ VD with their own table after
Attacking Approach 2 is upper-bounded as follows:

Prattack2 <
(∆ + t∗)qi|m∗i |t∗i

2`δ
(10)

Combining the above with Lemma 1 gives the theorem statement.

5.3. Attack of a Group of Miners

A group of malicious miners could establish a sub-pool in which they join their own
tables and share outcomes of the re-evaluations. Note that this group of miners could
consist of the ones with their own tables and the miners without their own tables. Figure 3
illustrates this attacking approach.

Cloud of Tables

Pool 
Manager

Gate

Sub-Pool of Honest 
Type A Miners

Sub-Pool of Dishonest
Type A and B Miners

Figure 3. Model of the attack performed by a group of malicious miners.
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Attacking Approach 3

Assumption 2. A group of malicious miners establish a sub-pool vD of attackers by joining their
own tables and opening the joint table to all attackers. The malicious sub-pool consists of the
group of miners vD1 with their own tables and a group vD0 of the ones without their own tables,
vD = vD1

⋃
vD0 .

• Scenario 3.1: After each evaluation of cenc, the miner first checks whether the puzzle
solution exists in the joint table of the pool attackers. If the answer is positive, the
miner keeps the solution and sends to PM the next iteration evaluation;

• Scenario 3.2: If the miner receives the flag Fsolution from the PM, the miner performs
t∗ ≤ t iterative re-evaluations and checks the joint table, trying to guess the puzzle
solution before sending the nonce to the PM.

Theorem 3. The success rate of a sub-pool of dishonest miners vi ∈ VD after Attacking Approach
3 is upper-bounded is as follows:

ρattack3 <
(∆ + t∗)(∑j∈vD

qj)∑j∈vD
|m∗j |t∗j

∆(∑N
i=1 |mi|ti)[(∑vi∈vH

qi) + (1− r)∑vi∈vD
qi]

Proof. A group of dishonest miners can generate
∆ ∑vi∈vD

qi
δ candidates within the time slot

∆. We assume that colluded malicious miners make all their tables available to the group for
the inversion check and that a dishonest miner contributes with computation power q∗i . The
tables used in the inversion process implicitly contain ∑vi∈vD

|m∗i |t∗i inversion pairs, and
each candidate generated by the group is a subject of an inversion attempt. Therefore, the
probability of finding the inverse for a candidate is equal to 2−` ∑vi∈vD

|m∗i |t∗i . Furthermore,
the probability Prwin

vD
that the group of dishonest miners successfully finds an inverse within

the time slot ∆ expanded for t∗ is equal to:

Prwin
vD

< 2−`
(∆ + t∗)∑vi∈vD

qi

δ ∑
vi∈vD

|m∗i |t∗i , (11)

where qi, m∗i , t∗ are the parameters of the resources that a dishonest miner vi ∈ vD con-
tributes to malicious tasks, considering as well that the additional time slot t∗ is not always
available. Finally, employment of Assumption 2 and Lemma 1 gives the theorem state-
ment.

6. Experimental Evaluation and Comparison
6.1. Implementation of the Mining Pool

We developed a proof-of-concept implementation of the proposed consensus protocol
and pool mining using the Go language-based Geth client [39], one of the three original
implementations of the Ethereum protocol. Our implementation added the proposed
protocol to the existing consensus protocols in Geth without altering any other elements. It
includes the evaluation function E that serves as the core of the consensus protocol, as well
as the creation and initialization of the TMTO tables with given dimensions, and verification
of the blocks generated using the proposed consensus protocol. We implemented function
E using the lightweight stream cipher Grain [34] for the experimental evaluation. It is worth
noting that the other functionalities of the Geth client, such as block publishing, receiving
new blocks from dedicated miners, and communication with the blockchain network, were
not affected by our integration of the proposed consensus protocol.

The pool manager implementation consists of three components. The first component
facilitates communication with the pool’s miners through remote procedure calls, enabling
the receipt of newly calculated values and nonce values when a solution is found. It also
sends the appropriate flags to miners. The second component communicates with the
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blockchain network through standard Geth client functionalities, including sending mined
blocks and receiving new blocks. The third component uses Geth functionalities to create
new blocks, look up the received values in the TMTO table, verify the correctness of miners’
work, and complete mined blocks.

The miners’ implementation uses remote procedure calls to communicate with the pool
manager. Periodically, the miners ask the manager if there is a new block that needs mining.
When the miner receives a block, it selects a random nonce value for the block, calculates
the hash value of the block (with the nonce), and starts calculating new values using the
evaluation function E. The miner then sends the calculated values to the pool manager.
The miners also wait for specific flags from the pool manager and react accordingly by
continuing the value calculation, sending the nonce value to the manager, or aborting the
mining for the current block.

Software for both miners and the pool manager was implemented using the Go
language.

6.2. Experimental Results

We conducted the experiments on a Linux 64-bit platform running on an Intel® Core™
i7-4710MQ CPU at 2.50 GHz with eight cores. To simulate the proposed mining pool, we
utilized Docker [40] software to create three different types of containers: pool manager,
miner, and blockchain network container. The pool manager container comprises the
pool manager software and a Geth instance that the manager uses. The miner container
contains the software that represents the miner, while the blockchain network container
only contains an instance of the Geth client, which simulated the rest of the blockchain
network. Our mining pool in the experiments had 10 miners as members, so we used 10
instances of the miner container to simulate the miners. Depending on the experiment, the
containers were configured to use the proof-of-work protocol or the consensus protocol
proposed in this paper.

We aimed to compare the energy consumption of Ethereum’s standard proof-of-work
consensus protocol with the protocol proposed in our solution. To accomplish this, we
identified the core methods of each consensus protocol that are the most CPU-intensive
and used them to represent the energy consumption of the protocols.

In the proof-of-work algorithm, the core method is HashimotoFull, which calculates the
hash value of the block. This method is repeatedly called during the mining process, making
it the most CPU-intensive part of the protocol. On the other hand, the evaluation function
E that implements the g(·) function mentioned earlier is the core method of the consensus
protocol used in our proposed method. This is because it is the most CPU-intensive method
in the protocol and is repeatedly called by miners during the mining procedure.

The first part of the experiments included the measuring of the CPU time needed
to execute both of these methods. We have performed the measuring by utilizing the
benchmark feature of the Go programming language. Both of these functions were executed
500,000 times each in order to calculate the average CPU time needed for their execution.
Unlike the proof-of-work consensus where miners simply calculate hash values repeatedly,
the proposed consensus mechanism requires miners to search the last column of the TMTO
table for the most recent value that they have calculated. This represents an additional usage
of the CPU resource that is not present in the proof-of-work consensus. The benchmark
used to calculate the average CPU time of the evaluation function E included the function
used to perform a binary search of the last column of the TMTO table. Therefore, the
evaluation of the function E was conducted in conjunction with the search function. Table 2
shows the benchmark results for both the HashimotoFull method and evaluation function E.
The results make it evident that the HashimotoFull function, which forms the fundamental
component of the proof-of-work algorithm, consumes nearly 2.5 times the CPU time during
execution compared with evaluation function E.
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Because both methods are repeatedly called during the execution of consensus pro-
tocols, the second part of our experiments involved counting the number of times each
method was invoked while mining a block using the aforementioned consensus protocols.

Table 2. Benchmark results for the HashimotoFull function and evaluation function E.

Function Iterations Average CPU Time

HashimotoFull 500,000 6365 ns
Evaluation function E 500,000 2454 ns

To determine the frequency at which these specific methods were invoked during
block mining, we conducted tests with varying fixed difficulty levels for each consensus
protocol. To evaluate the proof-of-work algorithm, we mined 100 blocks at fixed difficulties
of 25, 26, and 27 each. However, for the second consensus algorithm, simply counting
the function calls at different difficulty levels was inadequate, as the number of calls is
also influenced by the dimension of the TMTO table used by miners. To address this
issue, we conducted experiments using four tables of varying dimensions for each of the
aforementioned difficulty levels. As a result, we conducted experiments for the second
consensus protocol by mining 100 blocks at each of the fixed difficulty values (25, 26, and 27)
for every corresponding fixed table dimension.

Figure 4 shows a histogram depicting the distribution of the number of calls to the
HashimotoFull method for the proof-of-work consensus protocol with the difficulty set to 26.
The main observation from the histogram is that the number of calls to the HashimotoFull
method is in the order of 106 per block. During the experiment for proof-of-work with a
difficulty of 26, the majority of mined blocks (67 out of 100) required less than 650× 106

calls to the HashimotoFull method. As shown on the histogram, the number of blocks that
require a larger number of calls to the HashimotoFull method is decreasing.

Figure 4. Histogram representing the number of mined blocks compared with the calls of the
HashimotoFull method.

Table 3 presents the minimum, maximum, average, and median number of calls to the
HashimotoFull function required for mining blocks using the proof-of-work algorithm with
fixed difficulties. Initially, the minimum number of calls per block may appear perplexing
as the number of calls for difficulty level 26 is smaller than the number for difficulty level
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25. However, this result only indicates that the miner was more fortunate with a block of
difficulty level 26 and found the correct nonce value with the least number of calls to the
HashimotoFull method. The experimental results show that the maximum number of calls
to the HashimotoFull function increases with the difficulty level, which is not unexpected
given that higher difficulties require more computational effort. Moreover, the average and
median number of calls also exhibit an increasing trend with the difficulty level, indicating
that blocks with higher difficulty levels are more challenging to mine.

The results clearly demonstrate that there is a significant increase in the number of calls
to the HashimotoFull function with an increase in mining difficulty, which is unsurprising.

Table 3. Results of the experiments regarding the number of calls of the HashimotoFull function in
the proof-of-work per mined block.

Difficulty Minimum Maximum Average Median

25 388,686 169,457,010 35,826,915.65 25,652,903
26 64,203 238,039,725 64,099,263.27 50,874,196
27 445,186 536,247,913 116,922,745.37 73,640,447.5

The histogram in Figure 5 shows the distribution of specific number of calls to the
evaluation function E for a fixed difficulty of 26 and TMTO table dimensions 211 × 215. The
first difference that can be seen when comparing with the previous histogram is that the
number of calls to the evaluation function E is on the order of 104 calls, which is significantly
lower than the number of calls to the HashimotoFull method in the proof-of-work consensus
protocol. The second difference relates to the sizes of categories in the histogram. The
categories in Figure 5 are smaller compared with the ones in the previous histogram in
order to show a more detailed distribution. If the histogram for the proposed consensus
used the same categories as the one for the proof-of-work consensus, all of the 100 mined
blocks would fall into the first category. The experiment for the proposed consensus with
a fixed difficulty and table dimension showed that the majority of the mined blocks (79
out of 100) required less than 34× 104 calls for the evaluation function E. Similar to the
proof-of-work consensus, the histogram shows that the number of blocks decreases as the
number of calls to E increases.

Figure 5. Histogram representing the number of mined blocks compared with calls of the evaluation
function E.
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Table 4 displays the dimensions of the TMTO tables that were utilized for each of the
fixed difficulties, along with the minimum, maximum, average, and median number of calls
in the evaluation function E in relation to the fixed difficulties and table dimensions. The
minimum values for different difficulty levels and table dimensions may seem unexpected,
but this is due to the fact that miners had more luck finding the correct nonce value with
fewer calls in the evaluation function E for certain blocks, similar to what was observed
in the proof-of-work consensus protocol. It can be observed that the maximum, average,
and median values for the specific difficulties increase with the increase in table width
and decrease in table height. This is in line with the consensus protocol, as a wider table
requires more CPU usage for the mining process. Similarly, decreasing the table height
increases the CPU usage as fewer values can be stored in the TMTO table, which requires
miners to perform more calculations. Therefore, an increase in the table width or a decrease
in the table height both result in an increase in CPU usage, which is in accordance with the
consensus protocol. Furthermore, an increase in difficulty generally leads to an increase
in the maximum, average, and median number of calls in the evaluation function E. One
observation is that blocks with a difficulty of 26 and a table size of 210 × 216 were mined
faster than blocks with a difficulty of 25 and a table size of 210 × 215, which may appear
to be counter-intuitive. However, this can be explained by the fact that the table used for
difficulty 26 stores twice as many values as the table used for difficulty 25.

Table 4. Results of experiments regarding the number of calls of evaluation function E per
mined block.

Difficulty Width Height Minimum Maximum Average Median

25

210 215 6712 28,649 46,108.07 30,967
211 214 5097 953,868 181,479.96 107,082
212 213 5963 1,698,475 587,631.42 615,419.5
213 212 4108 3,151,632 1,482,511.68 1,652,551.5

26

210 216 5638 194,241 39,992 28,915.5
211 215 11,983 1,119,677 209,686.83 117,719.5
212 214 13,030 2,112,467 739,251.28 650,157
213 213 25,120 4,691,539 1,946,675.24 1,722,151

27

210 217 6710 155,303 45,492.31 31,970
211 216 13,285 886,329 159,210.19 75,151
212 215 26,940 3,148,764 794,431.39 672,646
213 214 53,845 9,222,343 2,453,612.45 1,486,439

7. Discussion of Experimental Results

The experimental results presented in Section 6 show that the consensus protocol
proposed in this paper requires less computation energy than the traditional hashing-
based PoW. Note that the energy reduction in the considered green mining is the result
of the employment of certain memory resources besides the computational ones. More
precisely, the consensus protocol reduces the computational overhead, and therefore the
energy consumption, as a trade-off with the employment of certain pre-computed tables
for solving the consensus puzzle (see [3,4]) that belongs to a class of the inversion problems.
In particular, if no memory is employed, the protocol puzzle should be solved using an
exhaustive search, i.e., in the same manner as the traditional PoW puzzle. It is important to
notice that the traditional hashing-based puzzle does not provide the possibility of reducing
the exhaustive search operations in exchange for the employment of some memory. In
our approach, the nature of the consensus puzzle is different, and memory employment
provides a substantial reduction of the space that should be exhaustively searched. This
results in a reduction in the energy consumption. In the experiments, we analyzed the
settings with different amounts of allocated memory resources.
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First, we identified the most CPU-intensive core methods of each of the consensus
protocols, which are HashimotoFull for the PoW protocol and evaluation function E for our
protocol. We used them to represent and compare the energy consumption of the protocols.
The experiments show that HashimotoFull, which is the core function for PoW, is nearly 2.5
times more CPU intensive and thus more energy demanding than the evaluation function
E. As the overall energy consumption depends on the number of calls to HashimotoFull
and evaluation function E, we analyzed how many times these functions were executed
during the block mining process. On average, PoW required 36× 106 calls to HashimotoFull
in to order to mine a block when the difficulty parameter was set to 25. With difficulty 26,
the average number of calls was 64× 106, and with a difficulty of 27, the average number
of calls was 117× 106. The experiments show that, for block difficulty 25, depending on
the invested memory, our consensus protocol required on average between 46× 103 and
1.5× 106 calls for the evaluation function E. For difficulty 26, it required on average between
40× 103 and 2× 106, and for difficulty 27, between 45× 103 and 2.5× 106. Keeping in
mind that HashimotoFull requires more CPU time (see Table 2) and thus more energy we
obtain that the block mining process in PoW is between two and three orders of magnitude
more expensive than our protocol for the considered block difficulties. Table 5 summarizes
the results of the experiments regarding the energy reduction of the protocol proposed in
this paper in comparison with the traditional hashing-based PoW.

Table 5. Comparison of CPU times for PoW and PoIC per mined block.

Difficulty PoW PoIC Table Size PoW CPU
Time (ms)

PoIC CPU
Time (ms)

25 36× 106

46× 103 210 × 215

2.3× 105

1.1× 102

181× 103 211 × 214 4.5× 102

588× 103 212 × 213 1.4× 103

1.5× 106 214 × 212 3.6× 103

26 64× 106

40× 103 210 × 216

4.1× 105

0.9× 102

210× 103 211 × 215 5.1× 102

739× 103 212 × 214 1.8× 103

2× 106 214 × 213 4.8× 103

27 117× 106

45× 103 210 × 217

7.4× 105

1.1× 102

159× 103 211 × 216 3.9× 102

794× 103 212 × 215 1.9× 103

2.5× 106 214 × 214 6× 103

8. Conclusions

This paper proposes a variant of the recently reported blockchain pool mining [4],
which employs energy and memory resources, and yields high resistance against certain
malicious activities of miners within public pool mining. The proposed variant provides
adaptability to a number of different execution scenarios that require a different level
of difficulty in the consensus protocol puzzle and a reduction in energy consumption
in comparison with standard PoW blockchains at the expense of using some additional
memory resources. The main features of the proposed pool mining approach are: (i) the
consensus puzzle is based on the crypt-analytic recovering of the internal state of a stream
cipher that also supports different difficulties of the puzzle; (ii) control of miners’ work is
based on checking random samples of the results that are sent to the pool manager; (iii) the
resiliency against block withholding attacks and selfish mining appears as a consequence
of the separation of the resources required for efficient puzzle solving, i.e., a miner should
employ only the energy resources and the PM controls the memory necessary for efficient
puzzle solving; (iv) The lightweight implementation of the iterative recalculation is achieved
through the employment of a lightweight stream cipher. The experimental evaluation of the
energy consumption shows that it is substantially reduced in comparison with a traditional
PoW hashing-based consensus protocol.
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Appendix A

The appendix contains histograms that display the results of all experiments that we
conducted. Figures A1 and A2 illustrate the distribution of the number of calls to the
HashimotoFull method for the proof-of-work protocol with the difficulties set to 25 and 27,
respectively. The remaining histograms (from Figures A3–A13) show the distribution of the
specific number of calls to the evaluation function E for various fixed difficulties and TMTO
table dimensions of the proposed protocol. These results align with our paper’s findings,
indicating that the proposed solution requires fewer computational resources than the
proof-of-work protocol. Notably, the results also confirm that the required computational
power increases as the TMTO tables’ height decreases and width increases.

Figure A1. Histogram representing the number of mined blocks compared with the calls of the
HashimotoFull method for a fixed difficulty of 25.
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Figure A2. Histogram representing the number of mined blocks compared with the calls of the
HashimotoFull method for a fixed difficulty of 27.

Figure A3. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 25 and table dimension 210 × 215.
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Figure A4. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 25 and table dimension 211 × 214.

Figure A5. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 25 and table dimension 212 × 213.



Symmetry 2023, 15, 924 24 of 29

Figure A6. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 25 and table dimension 213 × 212.

Figure A7. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 26 and table dimension 210 × 216.
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Figure A8. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 26 and table dimension 212 × 214.

Figure A9. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 26 and table dimension 213 × 213.
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Figure A10. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 27 and table dimension 210 × 217.

Figure A11. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 27 and table dimension 211 × 216.
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Figure A12. Histogram representing the number of mined blocks compared with the calls of the
evaluation function E for a fixed difficulty of 27 and table dimension 212 × 215.

Figure A13. Histogram representing the number of mined blocks compared to calls of evaluation
function E for fixed difficulty 27 and table dimension 213 × 214.
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